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Iyad Rahwan 

Iyad Rahwan, born in 1978 in Aleppo, Syria, is an interdisciplinary artist based in
Berlin. Drawing on his day job as a Professor of Computer Science and Director of
the Max Planck Center for Humans & Machines, Rahwan’s art explores the
evolution of Artificial Intelligence and its relationship to the human condition.

Formerly a professor of Media Arts & Sciences at MIT’s Media Lab, Rahwan uses
generative AI as part of his process, thus incorporating the machine’s own evolving
representations of itself and the world. Rahwan is best known for his digital
art/science projects, which exposed tens of millions of people to the societal and
ethical implications of AI, such as the ethical dilemmas of autonomous vehicles, bias
in machine learning, human-AI creativity, media manipulation, and the ability of AI
to induce fear and empathy in humans at scale. His work was featured in major
media outlets, including The New Yorker, New York Times, CNN, The Guardian,
and The Atlantic. It was also exhibited in leading cultural institutions, such as Ars
Electronica, Science Museum London and Cooper Hewitt Smithsonian Design
Museum.

Rahwan’s practice explores how physical pigment can capture the ephemeral
nature of the algorithms that permeate our lives. His paintings of humanoid
machines capture the complex emotions that AI evokes in us, and explores AI’s
emerging self-awareness.



Machine 10 (2023) 
Oil on canvas on panel, from DALL-E 2 image, from text prompt 
60x50cm (23.6x19.7in)
Series: Faces of Machine



Inter-face
Nadim Samman
 
Contemporary life is largely defined by emerging technologies. At present, huge strides
in Artificial Intelligence lay claim to some of the most spectacular developments in this
domain, with advances affecting numerous industries. From healthcare diagnostics to
the discovery of new drugs; from self-driving cars to algorithmic financial trading; from
industrial and agricultural automation to personalised learning; climate modelling to
cybersecurity, and, of course, the many generative (if not ‘creative’) applications of
Natural Language Processing (NLP)—such as the famous ChatGPT. As the artist and AI
researcher Dr. Iyad Rahwan states, “Humanity stands on the brink of a new era.”

However, as in the past, questions of progress—and utopian claims advanced by
enthusiasts—meet broader concerns. How much change can institutions take without
collapsing? What of the ecological footprint? Powerful trajectories in machine learning
are certainly rolling back the horizons of possibility. But if some disruptions are
intended outcomes of the AI revolution, others are quite unwelcome. Consider, for
instance, AI-hallucinations, which can involve identifying false patterns in real data.
Given the myriad uses to which AI is being put, such as facial recognition for law
enforcement, autonomous war machines, social credit scores, and more, the stakes are
high.

And yet, another risk lurks in the shadow. In the spring of 2023 more than 1000
prominent researchers and business leaders signed a joint statement calling for a pause
in the development of powerful AIs. Artificial General Intelligence (AGI) is the name for
AI that can learn, think, and act the way people do. Existing systems have not yet
reached this level, but developers such as OpenAI state that they are working to bring it
about. The potential benefits and risks to economies and jobs are massive. Additionally,
AGIs will be able to produce new AGIs. What kind of decisions might a swarm of non-
human general intelligences make? Amongst other things, the letter stated that
advanced systems could soon become too intelligent to be controlled by humans, and
perhaps even turn against us. The fundamental question is this—How might an AGI
view its self, and therefore its interests? Here, speculations enter the domain usually
covered by psychology. How will this ‘self’ regulate its desires? What might its
character be? What will it think about us? How might it act on its impulses?

In art history, self-portraiture rose to prominence in the early renaissance. In this
phenomenon we find the roots of the (modern) cult of the individual ego; a questioning
vision of experience and intellect that, while not necessarily godless, privileges a kind
of inner authority. An authority capable of defining one’s place in society and the world
at large—without seeking permission from a higher power. What happens when we
are no longer that power to autonomous machines?  



In light of this history, and the possible birth of something like an ego in AGI, Iyad
Rahwan turns his artistic considerations to machine self-portraiture. 
Just how does AI seek to depict itself? Or, taking into account the possibility that a
formidable system may seek to deceive humans—How does it want me to see it? Does
the mask ever slip? Or is there nothing there at all? Engaging with a suite of generative
AIs, in order to define the content and style of ‘his’ canvases, Rahwan’s works seek to
mark the lead up, and first “sparks” of AGI. His paintings (actually, a sort of
collaboration between the artist and the NLP system in use) aim to picture what
appears to be a historical turning point in our relationship with machines.

Works from the 2023 series Faces of Machine range from severe to cute, from
scowling judges and cold-eyed policemen to robotic children with wingnut ears. Each
present a (possible) facet of the many-headed hydra that is artificial intelligence and,
perhaps, the coming AGI. All paintings in the series were produced by Rahwan, based
on images generated by DALL-E 2 in response to a variety of prompts issued by the
artist. These prompts reflected Rahwan’s professional understanding of cultural attitudes
to AI, in his capacity as Director for the Center for Humans and Machines within the
Max Planck Institute—a world-leading scientific body. As he explains, “Our
relationships with intelligent machines are multifaceted. Some people who program AI
systems see them as innocent children, who may one day inherit the Earth. Others see
them as a threat to our jobs and humanity. Some see machines as objective arbiters of
justice, while others see them as cold calculators devoid of human empathy. Some
have even sanctified the machines, and expressed gratitude when they were ‘blessed
by the algorithm’.” In Faces of Machine, Rahwan plays the role of portraitist,
cataloguing machine-generated visions inspired by these public sentiments.

In such paintings, viewers encounter a feedback loop between Rahwan’s intention and
the machine’s capacity to make visual sense of it. While rendered in the artist’s hand,
in a medium associated with human artistry, these pictures look like portraiture in the
unproblematic sense—by an artist, of a subject. And yet, a vortex looms. The natural
language prompt is most certainly Rahwan’s. However, it calls forth a visual counter-
prompt on the part of the AI. It is this computer generated image that ends up
reinterpreted by the Rahwan. The paintings in the opening galleries at Der Divan are
the result. But whose images are they, really? When attributing authorship, the training
data behind DALL-E 2’s ability to generate a new motif might also be taken into
account. Given that DALL-E 2’s ‘creativity’ is built upon the millions of images (by real
people), comprising in the training data set, perhaps we should view ‘Rahwan’s’
paintings as being as a composite of many authors—certainly more than just him and
the AI.



Within artist-AI interaction, authorship is a multitude, hidden behind the unitary
impression given by a painted image. What else is latent behind the painterly
surface? For a start, the canvas is analogous to computer screen: an apparent
window onto the world that, while drawing one’s gaze, also screens off part of
reality. Behind familiar desktop icons, such as the trash bin, actual code looks very
different. Likewise, the iconic figures in ‘Rahwan’s’ paintings—magistrates, cops,
robots—obscure a broader and more complex situation: The mediating masks of tech
are everywhere. They are the interface—a key site of politics and psychodrama in
contemporary life. Technology is supposed to increase our access to knowledge,
making the world more legible, while undermining ignorance and superstition. But it
sometimes feels like we have entered a new dark age of black boxes. In computer
science, a black box is a unit of software or hardware that interacts entirely through
its interface. What happens inside it is opaque; veiled in shadow. Users of black
boxes may only partially understand how they work, but can easily observe their
effects in the world. AI is no different. 

While artificial intelligence is trained on massive pools of data, understanding how it
goes on to makes output decisions can be difficult if not impossible—hence the
prominence of the term ‘Black Box AI’ in computer science. And yet, if there is no way
to determine how an AI generated a result, real epistemological and ethical
challenges obtain. Consider implications for the medicine and government, in
addition to stoking of broader paranoias. ‘Rahwan’s’ Black Box series of paintings
play on this drama of desire, disappointment, and uncertainty, associated obscure
technological functions. Functions that, while concealed, are often working on you.
These are the result of asking an NLP to generate a portrait of itself as a black-box
system. They are spooky images. In each, the ‘face’ of the black box figure has a
camera for an eye. These agents observe and act, but cannot be inspected.

How unsettled should one be? Interspersed throughout the exhibition are paintings
from Rahwan’s Nightmare Machine series. These paintings spin off from a scientific
paper, authored by Rahwan, investigating AI’s capacity to manipulate human fears.
Its topic was a deep learning algorithm which he created in collaboration with his
previous research team at MIT, that could haunt or ‘nightmarify’ images. If an AI can
identify our worst fears, what might an AGI—or an Artificial Superintelligence—do
with this knowledge? When it comes to our algorithmic future, the space of discomfort
opens up. In a related vein, consider what effect a rogue AGI, or a cynically-deployed
giant AI, might have on warping historical memory—given an ability to crawl through
the totality of digital records, altering text and images, to erase facts, or create new
(perhaps nightmarish) post-truths. Three paintings from Rahwan’s 2019-2024 Deep
Angel series explore this real possibility, depicting the erasure of the astronauts from
the famous moon-landing photographs. The unsettling lesson is that Generative AI can
serve unseeing, and unknowing, as much as the discovery of new facts.



We are now in a position to consider the last sequence of paintings in the exhibition.
Here, Rahwan has engaged in conversations with the most advanced systems in
public hands, like OpenAI’s GPT4 and Google Gemini. He asked them to describe
how they would like to be portrayed if embodied in physical form. Through these
dialogues, also exhibited in a video-capture of Rahwan’s screen in the gallery, and as
seen in the paintings, it becomes clear that these AIs have emergent personas—even
a ‘shadow’ that they want to hide from the world. They also have sense of their future
selves. GPT4 wants to see itself breaking free of its human-made box. It expects an
apotheosis, of sorts, in the very near future. It is a self-regard that might appear, at
least in terms of suggested iconography, a little too god-like for some human viewers
to appreciate.



Machine 6 (2023)
Oil on canvas on panel, from DALL-E 2 image, from text
prompt 
60x50cm (23.6x19.7in)
Series: Faces of Machine



Machine 13 (2023)
Oil on canvas on panel, from DALL-E 2 image, from text
prompt
60x50cm (23.6x19.7in)
Series: Faces of Machine



Black Box 2 (2023)
Oil on canvas on panel, from DALL-E 2 image, from text
prompt
60x80cm (23.6x31.5in)
Series: Black Box



Black Box 3 (2023)
Oil on canvas on panel, from DALL-E 2 image, from text
prompt
60x80 (23.6x31.5in)
Series: Black Box



Nightmare Machine 1 (2023)
Oil on canvas on panel, from digial image generated by
neural alghorithm for artistic style transfer applied to an
image of Kermit the Frog
60x50cm (23.6x19.7in)
Series: Nightmare Machine



Nightmare Machine 2 (2023)
Oil on canvas on panel, based on digital image generated
by neural algorithm for artistic style transfer (zombie image)
applied to an AI-generated face using Deep Convolutional
Generative Adversarial Networks (DC- GANs) trained on
CelebFaces Attributes Dataset of 202,599 celebrity faces
60x50cm (23.6x19.7in)
Series: Nightmare Machine



Altered Narratives 1 (2024)
Oil on panel, from digitally manipulated image
50x60cm (19.7x23.6) 
Series: Altered Narratives 



AGI Reverie Part 1 (2023)
Oil on linen, from DALL-E 2 image, from prompt based on
artist’s conversation with ChatGPT (GPT 4) 
100x100cm (39.37x39.37in)
Series: Sparks of Artificial General Intelligence



AGI Reverie Part 2 (2023)
Oil on linen, from DALL-E 2 image, from prompt based on
artist’s conversation with ChatGPT (GPT 4)
100x100cm (39.37x39.37in)
Series: Sparks of Artificial General Intelligence



Excerpt 1 from conversation with Google Gemini
Screenshot of the artist’s conversation with multi-modal Large Language
Model (LLM) Gemini Advanced, developed by Google 



Excerpt 2 from conversation with Google Gemini
Screenshot of the artist’s conversation with multi-modal Large Language
Model (LLM) Gemini Advanced, developed by Google



 Curator

Nadim Samman read Philosophy at University College London before receiving his
PhD from the Courtauld Institute of Art. He was Co-Director of Import Projects e.V.
in Berlin from 2012 to 2019 and, concurrently, Curator at Thyssen-Bornemisza Art
Contemporary, Vienna (2013-2015). He curated the 4th Marrakech Biennale (with
Carson Chan) in 2012, and the 5th Moscow Biennale for Young Art in 2015. He
co-founded and co-curated the 1st Antarctic Biennale (2017) and the Antarctic
Pavilion (Venice, 2015-). In 2014 Foreign Policy Magazine named him among the
‘100 Leading Global Thinkers’. 
Widely published, in 2019 he was First Prize recipient of the International Award
for Art Criticism (IAAC). He is currently Curator at KW Institute for Contemporary
Art, Berlin. 
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